Subject: p-value in Table 1

Hi Eyal.  Could you please send me a good reference for why p-values are inappropriate in a typical "Table 1"?

Well, that's the kind of questions that should be turned on their heads:  Can anyone provide a reference that tells me the following:

1. Why p-values are appropriate?

2. Why p-values are appropriate in a typical Table 1 of data from a randomized trial?

3. Why p-values are appropriate in a typical Table 1 of data from a non-randomized study?

4. What do we learn from a large p-value in case #3?

5. What do we learn from a small p-value in case #3?

The order above is hierarchical.  If we reject #1 (that is claim that "p-values are inappropriate"), there is no need to worry about p-values in Table 1.  But you are not asking #1.  You are assuming that p-values should not be rejected altogether and are looking for a reason to reject their use in a special case.

Why should p-values be rejected when studying the treatment effect--even in a perfectly balanced randomized trial?   Read the section "Qualitative Verdict and p-values" in my forthcoming article (enclosed).

Why should p-values be rejected in the case of Table 1 from a randomized study?  Read Senn's paper (enclosed)

What else does Senn have to say (even in the context of randomized exposure!)?  In his book "Statistical Issues in Drug Development" he write (page 98):

"Hardly a statistician of repute can be found to defend the practice common amongst physicians of comparing treatment groups in a randomized clinical trial at baseline using hypothesis/significance tests on covariates."

Then, he concludes:

"In short, the test of baseline balance is a misuse of the significance test.  The fact that it is frequently performed does not constitute a defense any more than the fact that antibiotics are commonly employed to "treat" viral infections proves that they are effective anti-virals."

And this guy is among the few who wrote something in defense of p-values!

Okay, now to a little deeper insight.  No reference available, but it is all valid and true.

Q.  Why would you conduct null hypothesis testing for Table 1?

A.  To learn something about confounding 
Q.  But confounding is a kind of bias.  Isn't it?

A.  Yes, of course?

Q.  And to which department p-values belong?

A.  Random variability, of course (whatever that means...) 
Q.  So how could a tool from the department of randomness help us to deal with bias?

A.  Silence.

(Actually the only place that randomness and confounding bias converge is studying the exposure effect in a randomized trial, but that's another long story.  Greenland S. randomization, statistics and causal inference)

Another dialogue:

Q.  Suppose the covariate is family history of polyp and you found such history in 25% of exposed and 15% of unexposed, with p=0.4.  What have we learned?

A.  Nothing. We learn nothing from a large p-value.  The lack of evidence against the null is not evidence for the null.  Fisher said it long ago--and we all forget it again and again.

Q.  So even if we somehow manage to drag the p-value to the confounding game, a large p-value in Table 1 is useless.  It does not guide our decision to adjust.  Would you still be worried about confounding?  Would you still adjust for family history of polyps?

A.  Sure. 25% versus 15% is a big difference.  Looks like confounding.

Q.  So we have just established that the test had no effect on your actions.  Right?

A.  Right.

Q.  Okay, now suppose the numbers were 25% of exposed and 24% of unexposed, p=0.01.  (We can easily get such results if the sample is large enough.)  Are you worried about confounding?

A.  Not really, the proportions are nearly identical.

Q.  Okay, now go back and read what "statistically significant" means.  Not what you think it means.

Of course, there is something seductive in p-values. Nothing will cause them to vanish from science.
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